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Significant Innovations in LMs.
• A goal of statistical language modeling is to learn the joint 

probability function of sequences of words in a language

• A statistical model of language can be represented by the 
conditional probability of the next word given all the 
previous ones (chain rule)

– Such statistical language models have already been found useful 
in many technological applications involving natural language

𝑃𝑃(𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑇𝑇)

𝑃𝑃 𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑇𝑇 = �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑤𝑤𝑡𝑡|𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑡𝑡−1

≈�
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑤𝑤𝑡𝑡|𝑤𝑤𝑡𝑡−𝑛𝑛+1, … ,𝑤𝑤𝑡𝑡−1
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Significant Innovations in LMs..
• Long-span information can be integrated by using topic 

models
– The historical words 𝑤𝑤1,𝑤𝑤2, …𝑤𝑤𝑡𝑡−1 can be treated as a 

document 𝐻𝐻1𝑡𝑡−1!
– Follow the bag-of-words assumption

𝑃𝑃 𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑇𝑇 = �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑤𝑤𝑡𝑡|𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑡𝑡−1

= �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑤𝑤𝑡𝑡|𝐻𝐻1𝑡𝑡−1

= �
𝑡𝑡=1

𝑇𝑇

�
𝑘𝑘=1

𝐾𝐾

𝑃𝑃 𝑤𝑤𝑖𝑖 𝑇𝑇𝑘𝑘 𝑃𝑃 𝑇𝑇𝑘𝑘 𝐻𝐻1𝑡𝑡−1
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Significant Innovations in LMs…
• When the story comes to the field of deep learning, the 

recurrent network is the best choice to model the long-span 
information
– 𝑅𝑅𝑅𝑅𝑅𝑅(𝑤𝑤𝑡𝑡) interpretes 𝑅𝑅𝑅𝑅𝑅𝑅(𝑤𝑤𝑡𝑡|𝑤𝑤𝑡𝑡−1,𝐻𝐻1𝑡𝑡−2)

𝑤𝑤𝑖𝑖:input layer

𝑤𝑤𝑖𝑖+1:output layer

𝐻𝐻𝑖𝑖:hidden layer

U

𝐻𝐻𝑖𝑖−1

V

RNN RNN RNN RNN RNN RNN

𝑤𝑤1

𝑤𝑤2

𝑤𝑤2

𝑤𝑤3

𝑤𝑤3

𝑤𝑤4

𝑤𝑤4

𝑤𝑤5

𝑤𝑤5

𝑤𝑤6

𝑤𝑤6

𝑤𝑤7

𝑃𝑃 𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑇𝑇 = �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑤𝑤𝑡𝑡|𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑡𝑡−1

= �
𝑡𝑡=1

𝑇𝑇

𝑅𝑅𝑅𝑅𝑅𝑅(𝑤𝑤𝑡𝑡)

T. Mikolov, et al., “Recurrent Neural Network based Language Model,” in Proc. of INTERSPEECH, 2010.
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Significant Innovations in LMs…
• Based on the recurrent networks, sequence-to-sequence 

learning becomes a popular research subject
– Machine Translation
– Speech Recognition
– Abstractive Summarization

• RNN is good, but it is not power enough to model the long-
span information

RNN RNN RNN RNN RNN

𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5

RNN RNN RNN RNN RNNRNN

𝑒𝑒1

𝑒𝑒2

𝑒𝑒2

𝑒𝑒3

𝑒𝑒3

𝑒𝑒4

𝑒𝑒4

𝑒𝑒5

𝑒𝑒5

< 𝑒𝑒𝑒𝑒𝑒𝑒 >

< 𝑒𝑒𝑒𝑒𝑒𝑒 >

𝑒𝑒1

𝑃𝑃 𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑇𝑇 = �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑒𝑒𝑡𝑡| 𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑡𝑡−1 , {𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑇𝑇′}
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Significant Innovations in LMs…
• Attention mechanism is proposed to the machine translation 

task
– The word “attention” is only three times in the paper
– The objective of the translation model is to estimate a 

conditional probability of the upcoming word

D. Bahdanau, et al., “Neural Machine Translation by Jointly Learning to Align and Translate,” in arXiv:1409.0473, 2014. (ICLR 2015)

𝑃𝑃 𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑇𝑇 = �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑒𝑒𝑡𝑡| 𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑡𝑡−1 , {𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑇𝑇′}

= �
𝑡𝑡=1

𝑇𝑇

𝑃𝑃 𝑒𝑒𝑡𝑡|𝑠𝑠𝑡𝑡 , 𝑒𝑒𝑡𝑡−1,𝐂𝐂𝑡𝑡

𝑠𝑠𝑡𝑡 = 𝑓𝑓(𝑠𝑠𝑡𝑡−1, 𝑒𝑒𝑡𝑡−1,𝐂𝐂𝑡𝑡)

𝐂𝐂𝑡𝑡 = �
𝑖𝑖=1

𝑇𝑇′

𝛼𝛼𝑡𝑡𝑡𝑡 ℎ𝑖𝑖 = �
𝑖𝑖=1

𝑇𝑇′
exp(𝑒𝑒𝑡𝑡𝑡𝑡)

∑𝑗𝑗=1𝑇𝑇′ exp(𝑒𝑒𝑡𝑡𝑗𝑗)
ℎ𝑖𝑖

= �
𝑖𝑖=1

𝑇𝑇′
exp(𝛿𝛿 𝑠𝑠𝑡𝑡−1, ℎ𝑖𝑖 )

∑𝑗𝑗=1𝑇𝑇′ exp(𝛿𝛿 𝑠𝑠𝑡𝑡−1, ℎ𝑗𝑗 )
ℎ𝑖𝑖

𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡−1

𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐𝑇𝑇′

T′

T′

T′

𝐂𝐂𝑡𝑡

is the key!𝛿𝛿 �,�
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Significant Innovations in LMs….
• The transformer eschews recurrence and instead relies 

entirely on an attention mechanism to draw global 
dependencies between input and output
– RNN is very slow
– Word pair information is enough!

• Self-attention is a key

Attention is all you need

A. Vaswani, et al., “Attention is All You Need,” in Proc. of NIPS, 2017.
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Significant Innovations in LMs….
• Word pair information is enough!

– The “transformer” unit is proposed
• Attention is all you need
• Self-attention is the key

Attention is all you need

Q K V Q K V Q K V Q K V Q K V
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Significant Innovations in LMs….
• Word pair information is enough!

– The “transformer” unit is proposed
• Attention is all you need
• Self-attention is the key

The mechanism may inspire 
from the R-net

Attention is all you need

Q K V Q K V Q K V Q K V Q K V

Microsoft Research Asia, “R-NET: MACHINE READING COMPREHENSION WITH SELF-MATCHING NETWORKS,” in Proc. of ACL, 2017.
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Significant Innovations in LMs….
• Word pair information is enough!

– The “transformer” unit is proposed
• Attention is all you need

你 好嗎 <eof>

RNN RNN RNN RNN

<start> How

RNN

are

RNN

you

RNN

<eof>

你 好嗎 <eof>

Self-attention

<start>

How are you <eof>

Self-attention
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Significant Innovations in LMs….
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
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Significant Innovations in LMs….
• Word pair information is enough!

– The “transformer” unit is proposed
• Ordering is encoded by a 

positional embedding

你 好嗎 <eof>

RNN RNN RNN RNN

<start> How

RNN

are

RNN

you

RNN

<eof>

你 好嗎 <eof>

Self-attention

<start>

How are you <eof>

Self-attention
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Significant Innovations in LMs….
• Word pair information is enough!

– The “transformer” unit is proposed
• Ordering is encoded by a positional embedding

– Similar to concatenate two one-hot vector and go through a 
dense layer

[CLS] 𝑤𝑤1
q 𝑤𝑤1

c𝑛𝑛 [SEP] 𝑤𝑤1
p 𝑤𝑤2

p [SEP]Input Token

E[CLS] E𝑤𝑤1
q E𝑤𝑤1

c𝑛𝑛 E[SEP] E𝑤𝑤1
p E𝑤𝑤2

p E[SEP]Token Embedding

E0 E1 E2 E3 E4 E5 E6Position Embedding

Transformer

+ + + + + + +

=×1 1
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Wordpiece.
• Without stemming step, BERT uses 

wordpieces to re-represent given 
sentences
– BPE: Byte-Pair Encoding

R. Sennrich et al., “Neural Machine Translation of Rare Words with Subword Units,” in Proc. of ACL, 2016.

unit frequency
lower 2
new 6

widest 3
low 5

unit frequency
l 7
o 7
w 16
e 11
n 6
r 2
i 3
d 3
s 3
t 3

unit frequency
l 7
o 7
w 16
e 11
n 6
r 2
i 3
d 3
s 3
t 3
lo 7
ow 7
we 2
wi 3
er 2
ew 6
es 3
ne 6
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Wordpiece..
• If the size of lexicon is set to 9

– l, o, w, e, n, lo, ow, ew, ne

• By using the BPE units, the words become:
– lower = _lo w e
– new = _ne w
– widest = _w e
– low = _lo w

• The advantage is the size of the lexicon
can be pre-defined!

unit frequency
l 7
o 7
w 16
e 11
n 6
r 2
i 3
d 3
s 3
t 3
lo 7
ow 7
we 2
wi 3
er 2
ew 6
es 3
ne 6
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Wordpiece…
https://nlp.h-its.org/bpemb/en/

https://nlp.h-its.org/bpemb/en/
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Text Normalization
• Text pre-processing is a very important step, which includes

– Lowercasing
– Stemming
– Lemmatization
– Stopword Removal
– Normalization
– Noise Removal
– …

https://www.kdnuggets.com/2019/04/text-preprocessing-nlp-machine-learning.html
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Stemming
• In linguistic morphology and information retrieval, stemming 

is the process of reducing inflected words to their word stem, 
base or root form
– cats -> cat
– stemmer -> stem
– Porter and snowball algorithms 

are two representatives

• For practical work, the new Snowball
stemmer is recommended
– The Porter stemmer is appropriate 

to IR research

https://tartarus.org/martin/PorterStemmer/
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Lemmatization
• Lemmatization is very similar to stemming

– The goal is to remove inflections and map a word to its root 
form

• Compared to the stemming, the only difference is that 
lemmatization actually transforms words to the actual root
– “better” would map to “good”

• It may use a dictionary such as 
WordNet for mappings or some 
special rule-based approaches
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Stop Words
• Stop words are words which are filtered out before or after 

processing of natural language data (i.e., documents & queries)
– English Stop Words List

• I a about an are as at be by com for from how in is it of on or that 
the this to was what when where who will with the www

– Chinese Stop Words List
• 的一不在人有是为以于上他而后之来及了因下可到由这与也此
但并个其已无小我们起最再今去好只又或很亦某把那你乃它吧
被比别趁当从到得
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Normalization
• Text normalization is important for noisy texts such as social 

media comments, text messages and comments to blog posts 
– Abbreviations (縮寫)
– Misspellings 
– Out-of-vocabulary words
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Noise Removal
• Noise removal is about removing characters digits and pieces 

of text that can interfere with your text analysis
– Noise removal is one of the most essential text preprocessing 

steps

• It is highly domain dependent
– For example, in Tweets, noise could be all special characters

except hashtags as it signifies concepts that can characterize a 
Tweet
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The Representative Engine – Google
• For a typical query, there are thousands, even millions, of 

webpages with potentially relevant information

• How does Google figure out what to show in your search 
results? 
– The journey starts before you even type your search

https://www.google.com/search/howsearchworks/
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Crawling
• The web is like an ever-growing library with billions of books 

and no central filing system
– Crawlers look at webpages and follow links on those pages
– They go from link to link and bring data about those webpages 

back to Google’s servers
• Google: Search Console
• Bing: webmaster



30

Indexing.
• Google contains hundreds of billions of webpages and is well 

over 100,000,000 gigabytes in size

• When Google indexs a web page, they add it to the entries for 
all of the words it contains
– Inverted Table!
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Indexing..



32

Indexing…

Dictionary (in Memory)
Postings (in HDD)
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Search & Presenting
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Learning

Supervised 
Learning

Unsupervised 
Learning

Reinforcement 
Learning
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Problems with Conventional Models
• Parameters tuning is usually difficult

– Over-fitting vs. Under-fitting

• Non-trivial to combine several methods to be a robust one

• Naïve strategies based on simple features
– Term-Frequency
– Inverse-Document Frequency
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Learning for Ranking
• Machine learning is an effective way

– To automatically tune parameters
– To combine multiple features/models easily
– To avoid over-fitting by using regularizations

• Learning for ranking (or the well-known learning to rank
techniques) means that use machine learning technologies to 
solve the problem of ranking
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The General Flowchart

𝑞𝑞1, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝐃𝐃|

𝑞𝑞2, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝐃𝐃|

𝑞𝑞|𝐐𝐐|, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝐃𝐃|

Learning 
System

𝑞𝑞1, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝐃𝐃|
Ranking 
System

Ranking
Model

𝑑𝑑33
𝑑𝑑109
𝑑𝑑5
𝑑𝑑911
⋮

Training Data

Test Data

Prediction

Training Stage

Test Stage
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Support Vector Machine
• Features

• Models
– For a given query 𝑞𝑞, if 𝑑𝑑𝑖𝑖 is a relevant document and 𝑑𝑑𝑗𝑗 is an 

irrelevant document
• SVM

• Ranking SVM

�
𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 𝑞𝑞, 𝑑𝑑𝑖𝑖 = 1
𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 𝑞𝑞,𝑑𝑑𝑗𝑗 = 0

𝑓𝑓𝑅𝑅−𝑆𝑆𝑆𝑆𝑆𝑆 𝑞𝑞,𝑑𝑑𝑖𝑖 > 𝑓𝑓𝑅𝑅−𝑆𝑆𝑆𝑆𝑆𝑆 𝑞𝑞, 𝑑𝑑𝑗𝑗
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Simple Regression
• Features

• Regard relevance degree as real number, and use regression 
method to learn the ranking function
– SVR and Neural Networks

𝐿𝐿 𝑓𝑓; 𝑞𝑞, 𝑑𝑑 = 𝑓𝑓 𝑞𝑞,𝑑𝑑 − 𝑙𝑙𝑞𝑞,𝑑𝑑
2
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Supervised Topic Model – 1
• For PLSA, the training objective is defined to maximize the 

total log-likelihood of a given training collection
– The model parameters are 𝑃𝑃 𝑑𝑑𝑗𝑗 , 𝑃𝑃 𝑤𝑤𝑖𝑖 𝑇𝑇𝑘𝑘 , and 𝑃𝑃 𝑇𝑇𝑘𝑘 𝑑𝑑𝑗𝑗

ℒ = �
𝑤𝑤𝑖𝑖∈𝑉𝑉

�
𝑑𝑑𝑗𝑗∈𝐃𝐃

𝑐𝑐 𝑤𝑤𝑖𝑖 ,𝑑𝑑𝑗𝑗 𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃 𝑤𝑤𝑖𝑖 ,𝑑𝑑𝑗𝑗

= �
𝑤𝑤𝑖𝑖∈𝑉𝑉

�
𝑑𝑑𝑗𝑗∈𝐃𝐃

𝑐𝑐 𝑤𝑤𝑖𝑖 ,𝑑𝑑𝑗𝑗 𝑙𝑙𝑙𝑙𝑙𝑙 𝑃𝑃 𝑑𝑑𝑗𝑗 �
𝑘𝑘=1

𝐾𝐾

𝑃𝑃 𝑤𝑤𝑖𝑖 𝑇𝑇𝑘𝑘 𝑃𝑃 𝑇𝑇𝑘𝑘 𝑑𝑑𝑗𝑗
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Supervised Topic Model – 2
• In the context of retrieval, the ultimate goal is to rank 

relevant documents in front of the non-relevant documents
– The conventional PLSA can be used to “encode” document
– The label data can be used to fine-tune a “decoder”

• The objective is to maximize the total query likelihood generated 
by its relevant documents

• The topic distribution for each document 𝑃𝑃(𝑇𝑇𝑘𝑘|𝑑𝑑) is fixed and can 
be obtained by encoder!

ℒ = �
𝑤𝑤𝑖𝑖∈𝑉𝑉

�
𝑞𝑞∈𝐐𝐐

�
𝑑𝑑𝑗𝑗∈𝑅𝑅𝑞𝑞

𝑐𝑐 𝑤𝑤𝑖𝑖 , 𝑞𝑞 𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃 𝑤𝑤𝑖𝑖 ,𝑑𝑑𝑗𝑗

= �
𝑤𝑤𝑖𝑖∈𝑉𝑉

�
𝑞𝑞∈𝐐𝐐

�
𝑑𝑑𝑗𝑗∈𝑅𝑅𝑞𝑞

𝑐𝑐 𝑤𝑤𝑖𝑖 , 𝑞𝑞 𝑙𝑙𝑙𝑙𝑙𝑙 𝑃𝑃 𝑑𝑑𝑗𝑗 �
𝑘𝑘=1

𝐾𝐾

𝑃𝑃 𝑤𝑤𝑖𝑖 𝑇𝑇𝑘𝑘 𝑃𝑃 𝑇𝑇𝑘𝑘 𝑑𝑑𝑗𝑗

∝�
𝑞𝑞∈𝐐𝐐

�
𝑑𝑑𝑗𝑗∈𝑅𝑅𝑞𝑞

𝑃𝑃(𝑞𝑞|𝑑𝑑𝑗𝑗)
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Supervised Topic Model – 3
• For Training

Collection

PLSAEM-Training
𝑃𝑃(𝑤𝑤|𝑇𝑇)
𝑃𝑃(𝑇𝑇|𝑑𝑑)

𝑞𝑞1, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝑅𝑅𝑞𝑞1|

𝑞𝑞2, 𝑑𝑑1,𝑑𝑑2,⋯ , 𝑑𝑑|𝑅𝑅𝑞𝑞2|

𝑞𝑞|𝐐𝐐|, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝑅𝑅𝑞𝑞|𝐐𝐐||

Training Data

𝑃𝑃𝑃(𝑤𝑤|𝑇𝑇)

sPLSA EM-Training

ℒ = �
𝑤𝑤𝑖𝑖∈𝑉𝑉

�
𝑞𝑞∈𝐐𝐐

�
𝑑𝑑𝑗𝑗∈𝑅𝑅𝑞𝑞

𝑐𝑐 𝑤𝑤𝑖𝑖 , 𝑞𝑞 𝑙𝑙𝑙𝑙𝑙𝑙 𝑃𝑃 𝑑𝑑𝑗𝑗 �
𝑘𝑘=1

𝐾𝐾

𝑃𝑃 𝑤𝑤𝑖𝑖 𝑇𝑇𝑘𝑘 𝑃𝑃 𝑇𝑇𝑘𝑘 𝑑𝑑𝑗𝑗
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Supervised Topic Model – 4
• For Testing PLSA

𝑃𝑃(𝑤𝑤|𝑇𝑇)
𝑃𝑃(𝑇𝑇|𝑑𝑑)

𝑑𝑑𝑗𝑗Fold-in
𝑃𝑃(𝑇𝑇|𝑑𝑑𝑗𝑗)𝑞𝑞

�
𝑘𝑘=1

𝐾𝐾

𝑃𝑃′(𝑞𝑞|𝑇𝑇𝑘𝑘)𝑃𝑃(𝑇𝑇𝑘𝑘|𝑑𝑑𝑗𝑗)

𝑃𝑃𝑃(𝑤𝑤|𝑇𝑇)

sPLSA

Collection

EM-Training

𝑞𝑞1, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝑅𝑅𝑞𝑞1|

𝑞𝑞2, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝑅𝑅𝑞𝑞2|

𝑞𝑞|𝐐𝐐|, 𝑑𝑑1,𝑑𝑑2,⋯ ,𝑑𝑑|𝑅𝑅𝑞𝑞|𝐐𝐐||

Training Data

EM-Training
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Triplet-based Metric Learning – 1 
• Although the cosine similarity measure intuitively can be 

used to determine the relevance degree
– Such framework ignores the inter-dimensional correlation 

between two representations

– The Triplet Learning Modeling
• For a given query 𝑞𝑞, if 𝑑𝑑𝑖𝑖 is a relevant document and 𝑑𝑑𝑗𝑗 is an 

irrelevant document

𝑑𝑑𝑖𝑖 = �
𝑤𝑤∈𝑑𝑑𝑖𝑖

𝑐𝑐(𝑤𝑤,𝑑𝑑𝑖𝑖)
|𝑑𝑑𝑖𝑖|

𝑣𝑣𝑤𝑤𝑞⃑𝑞 = �
𝑤𝑤∈𝑞𝑞

𝑐𝑐(𝑤𝑤, 𝑞𝑞)
|𝑞𝑞|

𝑣𝑣𝑤𝑤 𝑑𝑑𝑗𝑗 = �
𝑤𝑤∈𝑑𝑑𝑗𝑗

𝑐𝑐(𝑤𝑤,𝑑𝑑𝑗𝑗)
|𝑑𝑑𝑗𝑗|

𝑣𝑣𝑤𝑤
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Triplet-based Metric Learning – 2
• Without loss of generality, the goal is to learn a similarity 

function that assigns higher similarity scores to relevant 
documents than irrelevant documents:

– The parametric ranking function has a bi-linear form:

where 𝐌𝐌 is a square parametric matrix

Query Representation

Relevant 
Document

Irrelevant 
Document

G. Chechik, et al., "Large Scale Online Learning of Image Similarity Through Ranking," 
Journal of Machine Learning Research, vol. 11, pp. 1109-1135, 2010.

𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑖𝑖 > 𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑗𝑗

𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑖𝑖 ≡ 𝑞⃑𝑞𝑇𝑇𝐌𝐌𝑑𝑑𝑖𝑖



46

Triplet-based Metric Learning – 3
• Followed by the Passive-Aggressive learning algorithm, 

we aim to derive a similarity function such that all triplets 
obey:

• Finally, a hinge loss function can be defined for the triplet 
learning:

– By applying the sequential learning algorithm iteratively over 
triplets, a solution 𝐌𝐌 can be derived

𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑖𝑖 > 𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑗𝑗 + 𝛿𝛿

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑞⃑𝑞,𝑑𝑑𝑖𝑖 ,𝑑𝑑𝑗𝑗 = 𝑚𝑚𝑚𝑚𝑚𝑚 0, 𝛿𝛿 − 𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑖𝑖 + 𝑓𝑓 𝑞⃑𝑞,𝑑𝑑𝑗𝑗
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Deep Structured Semantic Model (DSSM)

#good# => [#go, goo, ood, od#]

P.-S. Huang, et al., “Learning deep structured semantic models for web search using clickthrough data,” in Proc. of CIKM, 2013.
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DSSM
P.-S. Huang, et al., “Learning deep structured semantic models for web search using clickthrough data,” in Proc. of CIKM, 2013.

𝑅𝑅 𝑞𝑞,𝑑𝑑 = cos(𝑞⃑𝑞,𝑑𝑑)

𝑃𝑃 𝑑𝑑|𝑞𝑞 =
exp 𝑅𝑅(𝑞𝑞,𝑑𝑑)

∑𝑑𝑑′ exp 𝑅𝑅(𝑞𝑞,𝑑𝑑′)

𝐿𝐿 = �
𝑑𝑑∈𝑅𝑅𝑞𝑞

𝑃𝑃 𝑑𝑑|𝑞𝑞
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Deep Relevance Matching Model

Query: “car to go”
Document: “car, rent, truck, bump, injunction, runway”
Five Bins: {[-1,-0.5), [-0.5,0), [0,0.5), [0.5,1), [1,1]}
Local Interaction for “car”: (1, 0.2,  0.7, 0.3, -0.1, 0.1)
Matching Histogram for “car”: [0, 1, 3, 1, 1]

J.-F. Guo, et al., “A deep relevance matching model for ad-hoc retrieval,” in Proc. of CIKM, 2016.
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Point-wise, Pair-wise and List-wise
• Pointwise approaches concentrate on a single document at 

a time in the loss function
– SVM, SVR, Supervised Topic Model, DRMM

• Pairwise approaches focus on a pair of documents at a time 
in the loss function
– Triplet Learning, DSSM

• Listwise approaches directly look at the entire list of 
documents and try to come up with the optimal ordering for 
the set of documents
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~~

20082006200420022000 2010 2012 2014 2016

Word-Regularity
Models (~1997)

Discriminative Language Models (2000~2011)

Query Language 
Models (2001~2006)

Topic Models (1997~2003)

Continuous 
Language Models 

(2007~2009)

Neural Network Language Models (2001~)

Language 
Representations 

(2013~)

Word-Regularity Models

Topic Models

Continuous 
Language Models

NN-based 
Language Models
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Questions?

kychen@mail.ntust.edu.tw
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